Measurement of Diversity

Diversity

Diversity = The variety of organisms in a community; a fundamental property of ecological systems.

Diversity is of interest because it is thought to reflect ecological and evolutionary processes (e.g., immigration, emigration, speciation, extinction, competition, predation, productivity, etc.).

Caveat. There are many different aspects of “variety” (genetic, functional, taxonomic) and there are many different definitions of “community”; often the exact meanings of these terms must be gleaned from context. Much confusion about the measurement and interpretation of diversity has resulted from unclear or inconsistent use of the term diversity.

Nature of the Data

Community = a group of populations that occur together; may be spatially delimited, may be trophically delimited, may be taxonomically delimited, may be functionally delimited

Fundamental sampling unit for community studies = a list of species from a specified area/stratigraphic interval (species can be grouped into higher taxonomic categories or functional guilds); abundances – measured as number or percentage of individual specimens, biomass, biovolume, areal coverage, etc. – are commonly also included (“300 rule” – recommended sample size based on binomial distribution)

Definition of terms:

\[ S = \text{number of species in sample} \]
\[ i = \text{rank of species (highest abundance = 1; lowest abundance} = S) \]
\[ n_i = \text{number of individuals in species } i \]
\[ N = \sum n_i = \text{total number of individuals in sample} \]
\[ p_i = \text{proportion of species } i \text{ in sample} \]
\[ s_n = \text{number of species with } n \text{ individuals} \]

(*- p_i is estimated using \( n_i/N \), but because abundance counts are discrete values (i.e., integers), \( p_i \) can never be smaller than \( 1/N \); this causes many metrics described below to be biased, particularly at small sample sizes)

Graphical depiction

1) Rank Abundance Distributions (RAD)

Directly depict species abundances in rank order
x-axis – taxa in rank order from most abundant to least abundant
y-axis – logarithm of abundance or proportion for each taxon
2) **Abundance Frequency Distributions (AFD)**

Depict number of species in abundance bins
- **x-axis** – abundance bins, typically in $\log_2$ (i.e., Preston’s “octaves”)
- **y-axis** – number of species in abundance bin (note – following May (1975), species on a bin boundary are handled by counting $\frac{1}{2}$ to each bounding bin)

AFDs are easy to generate from RADs, but the opposite is not true because binning obscures the actual abundances of species; in addition, when fitting curves to data, AFDs typically have fewer degrees of freedom because the curve is based on the number of bins rather than the total number of species.

**Theoretical Abundance Distributions**

**Implicit Assumption** – A species’ abundance reflects the amount of resource it controls or its “importance” to the community in some way

1) **Uniform Function**

RAD generated by:

$$n_i = \frac{N}{S}$$  \hspace{1cm} (1)

**Interpretation**

individuals of each species are sampled from an equiprobable, underlying distribution; species use resources independently of one another and to equal degrees

2) **Geometric Series Function**

AFD generated by:

$$n_i = NC_kk(1-k)^{i-1}$$  \hspace{1cm} (2)

$k$ = constant; proportion of remaining niche space occupied by each successively colonizing species

$$C_k = \left[1-(1-k)^S\right]^{-1}$$ = scaling constant that ensures $\sum n_i = N$

**Interpretation**

each species arrives at regular time intervals and preempts a constant fraction of remaining resources (compare with log series interpretation – log series is effectively a geometric series with stochastic noise incorporated into the resources allocated to each species)

3) **Broken Stick Function**

RAD generated by:

$$n_i = \frac{N}{S} \sum_{r=1}^{S} \frac{1}{r}$$  \hspace{1cm} (3)

**Interpretation**

A one dimensional resource axis is simultaneously and randomly partitioned by $S$ species
4) **Log Series**

*Function*

AFD generated by:

\[ s_n = \alpha x^n / n \]  

\[ x \] is estimated iteratively using:

\[ \frac{S}{N} = -\ln(1 - x) \left( \frac{1}{x} \right) \]  

and \[ \alpha = N \left( \frac{1}{x} \right) \]

*Interpretation*

Each species arrives at random time intervals and preempts a constant fraction of remaining resources; expected result of an infinitely large neutral community (see zero-sum multinomial distribution); \( \alpha \) has been widely used as a diversity metric, whether the AFD of the sample conforms to a log series or not

5) **Log Normal**

*Function*

AFD generated by:

\[ S_R = S_o e^{-R^2/2 \sigma^2} \]  

\( S_R \) = number of species in octave \( R \)  

\( S_o \) = number of species in modal octave  

\( \sigma \) = standard deviation of AFD

*Interpretation*

Species populations grow exponentially and respond independently to different factors; see Bulmer (1974) for the poisson log normal function, which is a discrete function equivalent to the continuous log normal

6) **Zipf-Mandelbrot**

*Function*

AFD generated by:

\[ s_n = S_n^{-k} \]  

\( k \) = a scaling constant

*Interpretation*

Later colonists have more specific requirements and are therefore rarer than initial colonists

7) **Zero-Sum Multinomial**

*Function*

AFD generated by:

\[ s_n = \theta \frac{J!}{n!(J - n)!} \frac{(\gamma - 1)!}{(J + \gamma - 1)!} \int_0^\gamma \frac{(n + y - 1)! (J - n + \gamma - y - 1)}{y! (\gamma - y - 1)} e^{(-y \gamma / \gamma)} dy \]  

\[ \gamma = \frac{m(J - 1)}{1 - m} \]

\( J \) = size of local community (a fixed value)  

\( m \) = immigration rate (chance of replacement from outside the community)  

\( \theta \) = log series \( \alpha \) = number of speciation events per individual per unit time

**Interpretation**

Expected species abundance distribution in a local community of size $J$ in which all individuals, regardless of species identity, are equivalent, so their abundances reflect demographic random walks (i.e., demographic stochasticity); equivalent to log series as $J \to \infty$.

8) **Dynamical/Niche-based**
Models governed by rules of niche division/pre-emption; see Tokeshi (1990, 1993) and He (2005) for examples of species abundance distributions based on specific models of species interaction, migration, and speciation/extinction.

**Veil “line”** – Samples are never complete pictures of the real world – the rarest species may not be sampled and moderately common species may be represented by few individuals and therefore appear rare. Preston (1948) depicted this by simply truncating a log normal distribution. However, Dewdney (1998) showed that sampling theory does not support the idea that distributions are simply truncated; rather, their shape depends on the intensity of sampling. In addition, at small sampling sizes, it can be very difficult to distinguish different species abundance distributions, so extrapolation based on any particular model can be dangerously unsupported.

**Measures of Diversity**

**Basic Concepts**

Summarizing abundance distributions into one or a few fundamental parameters makes comparison of communities explicit and straightforward. However, expressing a distribution with a single number also reduces the total amount of information about the community.

**Diversity Index** = a single number summarizing the number of species and their relative abundances

**Richness** = number of species

**Evenness** = uniformity of species abundances (complement of “dominance” – i.e., dominance and evenness reflect the same information)

**Berger-Parker Index**

$$d = \max(p_i) \quad (8)$$

**Interpretation.** If the Berger-Parker index is high, this means that the community is dominated by the most common species – i.e., it is not even.

**Comments.** This metric is a useful back-of-the-envelope estimator, but it is highly biased by sample size ($N$) and richness ($S$). In addition, it does not make use of all the information available from the sample. Rarely used in paleontology; increasingly avoided by ecologists.
Shannon Information Index or “Entropy”

\[ H = -\sum_{i=1}^{S} p_i \ln(p_i) \]  

(9)

**Interpretation.** This measure, which is based on information theory, summarizes the “entropy” of a community. It addresses the following question: if rare species carry more “information” than common species and their information value is proportional to the logarithm of their \( p_i \), what is the average amount of “information” in the community? That average amount of “information” is the entropy.

\( H \) incorporates both richness and evenness – i.e., it increases as both a function of the number of species and the uniformity of their abundance values. Note that \( H \) is the absolute value of the mean of \( \ln(p_i) \).

**Comments.** This metric is the single most common measure of diversity. It is biased by sample size \( (N) \), but the error is on the order of \( (S-1)/2N \) (i.e., if this value is much smaller than \( H \) calculated using equation (2), then the calculated value is an acceptable estimate of the true value; note that this error estimate is only correct if \( H \) is calculated using natural logarithms).

This metric is the basis for SHE analysis, a means of characterizing a community’s diversity using richness \( (S) \), entropy \( (H) \), and a measure of evenness \( (E) \):

\[ E = e^{H/\ln(S)} \]  

(10)

\( \ln(S) \) is the maximum value \( H \) can have for a sample of given richness \( (S) \), so \( H/\ln(S) \) is a means of removing the influence of richness on the entropy. See Hayek and Buzas (1997) for a complete description of this approach.

**Simpson’s Evenness**

For continuous data: \( \Delta = 1 - \sum_{i=1}^{S} \left( \frac{n_i}{N} \right)^2 = 1 - \sum_{i=1}^{S} p_i^2 \)  

(11)

For discrete data: \( PIE = 1 - \sum_{i=1}^{S} \left( \frac{n_i}{N} \right) \left( \frac{n_i - 1}{N - 1} \right) = \frac{N}{N - 1} \left( 1 - \sum_{i=1}^{S} p_i^2 \right) \)  

(12)

**Interpretation.** If you pick two specimens from a sample randomly, the probability that they will be two different species is given by \( PIE \), which stands for the Probability of Interspecific Encounter (Hurlbert, 1971). In theory, this metric ranges from 0 (perfectly uneven) to 1 (perfectly even). It is a true probability value.

**Comments.** \( PIE \) is independent of sample size and is closely mathematically related to rarefaction estimates of richness. Although \( PIE \) can range from 0 to 1 in theory, in reality, its range is clipped because \( p_i \) is estimated using discrete values (see earlier note under definition of terms).
PIE is rather insensitive to significant differences among even communities \((PIE > 0.9)\), but this issue can be easily addressed by using \(1/(1-PIE)\) as the basis of comparison. This transformation gives the richness of a community (i.e., the number of species) that would have the same value of \(PIE\), but in which all species had equal abundance (i.e., a perfectly even sample).

**Estimating Richness Using Rarefaction**

Richness is highly dependent on the size of a sample: *(Big samples have more species!)*

*Rarefaction* = a means of estimating the expected richness if a sample were smaller than it really is; provides a means of comparing richness among samples of different size.

*Rarefaction curves* show sample size on the x-axis and sample richness on the y-axis.

**Counting Rules**

1) **Multiplicative Rule.** If you are drawing one specimen from each of \(S\) sets of specimens, with sizes \(n_1, n_2, n_3, \ldots, n_S\), the number of different possible samples is:

\[
n_1n_2n_3 \cdots n_S \tag{13}
\]

2) **Permutations Rule.** If you are drawing \(m\) specimens from a set of \(N\) and arranging the \(m\) specimens in a distinct order, the number of different possible samples is:

\[
P_m^N = \frac{N!}{(N-n)!} \tag{14}
\]

\[x! = x(x-1)(x-2)(x-3) \ldots 1; \quad 1! = 1; \quad 0! = 1\]

3) **Partitions Rule.** If you are partitioning the specimens in a set of \(N\) into \(S\) groups, each consisting of \(n_1, n_2, n_3, \ldots, n_S\) specimens \((\sum n_i = N)\), then the number of different possible samples is:

\[
\frac{N!}{\prod_{i=1}^{S} n_i} \tag{15} \quad (\prod n_i! = n_1!n_2!n_3! \cdots n_S!)
\]

4) **Combinations Rule.** If you are drawing \(m\) specimens from a set of \(N\) specimens \(\text{without regard to the order of } m\) elements, the number of different possible samples is:

\[
\binom{N}{m} = \frac{N!}{m!(N-m)!} \tag{16}
\]

**Rarefaction Equation**

- \(n_i = \text{number of individuals in species } i\)
- \(N = \sum n_i = \text{total number of individuals in sample}\)
- \(S = \text{number of species in sample} – \text{i.e., richness}\)
- \(m = \text{size of rarefied sample}\)
- \(s_m = \text{estimated number of species in sample of size } m\)
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\[ s_m = S - \sum_{i=1}^{S} \left( \frac{N - n_i}{N} \right) \left( \sum_{j=0}^{m} \left( \frac{N - n_i}{N} \right) \right) = S - S \sum_{i=1}^{S} m \times \prod_{j=0}^{m} \left( \frac{N - j}{N} \right) = \sum_{i=1}^{S} \left[ 1 - \prod_{j=0}^{m} \left( \frac{N - j}{N} \right) \right] \]  

(17)

**How to interpret this equation**

\[
\left( \frac{N}{m} \right) = \text{# of ways of choosing } m \text{ specimens from } N
\]

\[
\left( \frac{N - n_i}{m} \right) = \text{# of ways of choosing } m \text{ specimens that do NOT include species } i
\]

\[
1 - \left( \frac{N}{m} \right) = \text{proportion of subsamples of size } m \text{ that DOES include species } i
\]

(i.e., the expected probability of species \( i \) being present in the subsample)

In the master sample, the probability of seeing at least one specimen of every species is 1.0 – the sum of these probabilities equals the richness (\( S \)). In a subsample, the probability of seeing any given species may be <1.0; taking the sum of the probability of each species being present in the subsample gives an estimate of the total number of species expected to be seen in the subsample.

**Comments on Rarefaction**

1) Rarefaction curves CANNOT be extrapolated to larger samples
2) Rarefaction curves use the abundances of individual species in a sample, so they represent an alternative means of showing the same information as a species abundance distribution (RAD or AFD)
3) Rarefaction curves can be effectively approximated with logarithmic or power functions, which in turn can be used for extrapolation (i.e., see McGuinness, 1984 on the functions used to fit species-area curves)
4) Just as rarefaction curves depict how richness increases with number of specimens, collector’s curves depict how diversity increases as collections are successively added:

\[
s_a = \sum_{i=1}^{S_{total}} \left[ 1 - \left( \frac{A - o_i}{A} \right) \right] = S_{total} - \sum_{i=1}^{S_{total}} \left( \frac{A - o_i}{A} \right) \]  

(18)

\( o_i = \text{number of samples in which species } i \text{ occurs} \)

\( A = \text{total number of samples; } a = \text{number of samples of interest (}<A) \)

\( S_{total} = \text{total number of species in all samples; } s_a = \text{estimated number of species in } a \text{ samples} \)
Hierarchical Theory of Diversity

*Diversity is dependent on the scale of sampling* – this is implicit in MacArthur & Wilson’s theory of island biogeography (see Rosenzweig 1994) and was also formally acknowledged by Whittaker (1972) when he distinguished alpha, beta, and gamma diversity

**Alpha diversity** – local diversity, within-habitat diversity, within-patch diversity

**Beta diversity** – between-sampling unit diversity (NOT LIMITED to change along gradients)

**Gamma diversity** – total diversity of a region or landscape

**Patch** – an area over which there is no significant change in the taxonomic composition of a community

**Habitat** – a distinct set of environmental conditions; can include multiple community states

**Landscape** – an area including one or more patches and one or more habitats

*Multiplicative Relationship Between Alpha, Beta, and Gamma:*

\[
\beta = \gamma/\alpha - 1 \quad (19) \quad \text{(Whittaker, 1972)}
\]

*Additive Diversity Partitioning (ADP):*

\[
\gamma = \alpha + \beta_1 + \beta_2 + \beta_3 + \ldots \quad (20) \quad \text{(Lande, 1996)}
\]

ADP provides a means of assessing the contributions of various components of diversity in a complex, hierarchical system

**Concavity** – Diversity at any level in the hierarchy must be equal to or greater than the average diversity of the contributing diversity components

---
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Appendix: Websites for Diversity Analysis Software

http://viceroy.eeb.uconn.edu/estimates – EstimateS 6 computes randomized species accumulation curves, statistical estimators of true species richness (S), and a statistical estimator of the true number of species shared between pairs of samples, based on species-by-sample (or sample-by-species) incidence or abundance matrices. For comparative purposes, EstimateS also computes Fisher’s alpha and the Shannon and Simpson diversity indexes for each sample, as well as the Jaccard, Morisita-Horn, and Sorensen (both incidence-based and abundance-based) indexes of biotic similarity between samples.

http://www.uga.edu/~strata/software/index.html – This site has two programs for doing rarefaction calculations. The first is based on the analytic solution and runs very quickly, even on large data sets. The second is based on a resampling routine and can be used to cross-check the analytic calculations.